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RESEARCH INTERESTS & SUMMARY

Research centers on multimodal learning across 1D (text), 2D (image/document), and 3D (video/scene) modalities, covering both
the theoretical foundations of deep learning (e.g., generalization, robustness, and alignment) and the design of scalable, efficient
foundation models. Contributions include architecture innovations, self-supervised objectives, and model compression and
acceleration for diffusion models and LLMs. These systems have been translated into real-world impact, powering applications
such as Adobe Firefly, Acrobat Al Assistant, and the UCSF-JHU Opioid Industry Documents Archive. Publications span premier
venues in machine learning (NeurIPS, ICML, ICLR, etc.), computer vision (CVPR, ICCV, ECCV, etc.), and natural language
processing (ACL, etc.). Recognized multiple times among Stanford University’s Top 2% Most Cited Scientists.

EDUCATION
« Nanyang Technological University Jan 2016 - Oct 2019
Ph.D. in Artificial Intelligence, advised by Prof. Jianfei Cai, Prof. Tsuhan Chen, and Prof. Gang Wang Singapore

o Authored 7 first-author papers in top-tier vision and Al venues (e.g., ICCV, CVPR, ECCV, AAAI, Pattern Recognition), with a
thesis on Bridging Images and Natural Language with Deep Learning.

» University of Chinese Academy of Sciences Sep 2010 - Jun 2013
Master of Electronic and Communications Engineering Beijing, China

o Researched and developed a real-time SAR (HJ-1C) imaging system, combining FPGA-based PCle data acquisition with
GPU-accelerated parallel processing. Focused on high-performance computing for accelerated SAR image reconstruction

s Jiangsu University Sep 2006 - Jun 2010
Bachelor of Electronic Information Science and Technology (Rank 1°°) Zhenjiang, China

EXPERIENCE

« Adobe Research Feb 2020 — Now
Senior Research Scientist Seattle, United States

o Led research on multimodal intelligence and theoretical ML, advancing text (1D), image and document (2D), and video and 3D
(temporal/spatial) generation, as well as visual reasoning and trustworthy Al

o Led development of state-of-the-art LLMs and multimodal LLMs powering core capabilities in Adobe Firefly research and the
Acrobat Al Assistant, enabling generative intelligence across creative and document workflows

« Adobe Research Aug 2018 — Nov 2018
Research Intern San Jose, United States

o Research on multimodal representation learning and structured visual semantics

« Nanyang Technological University Feb 2015 — Jan 2016
Research Associate & SoC-Al System Lead Singapore

o Led end-to-end development of real-time embedded Al systemsfrom algorithm design and dataset curation to SoC
implementation, software stack (server, Android), and functional product prototyping

« Chinese Academy of Sciences Jun 2013 - Feb 2015
Technical Lead, SoC Architecture and Verification Beijing, China

o Led the design and verification of a 20M-gate SoC platform (Loongson), integrating Verilog logic, hardware /software
co-simulation, and FPGA-based prototyping for first-silicon success

PROFESSIONAL SERVICE

e Area Chair: ACL 25, ICLR 25, WACV 24/25

o Program Committee Member/Reviewer: AAAT 20-25, [JCAI 21-24, NAACL 21, ICLR 20-25, NeurIPS 20-25, CVPR 18-25,
ECCV 18-20, ICCV 19-25

e Journal Reviewer: T-PAMI, I[JCV, JMLR, T-IP, T-MM, T-NNLS, T-CSVT, T-SMC-B, PR, PRL, etc.
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HONORS AND AWARDS

« Stanford Top 2% Scientists List 2023 - 2025
Elsevier & Stanford University
o Recognized among the worlds top 2% most-cited scientists for multiple consecutive years.

» Research Scholarship 2016 — 2019
Nanyang Technological University (NTU)
o Awarded full PhD research scholarship.

o Received AAAI Student Travel Grant in 2018.

» Academic Excellence and National Competitions 2007 - 2010
Jiangsu University, China
o Excellent Graduate and Outstanding Undergraduate Thesis (2010).

o Merit Student and 1° Class scholarship (2007); Merit Student and 2nd-class scholarship (2008, 2009).
o 1°! Prize in China Undergraduate Mathematical Contest in Modeling (Provincial Level, 2008).

o 1°! Prize in China Undergraduate Electronic Design Contest (Provincial Level, 2008).
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https://www.computer.org/csdl/journal/tp/2023/07/09976289/1IWfGHzXnUs
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TEACHING EXPERIENCE

« Teaching Assistant of CZ3005: Artificial Intelligence
Nanyang Technological University, Singapore

Jan 2019 Dec 2019

o Conducted tutorials and lab sessions on Al topics such as search algorithms, knowledge representation, and machine learning.

o Assisted in preparing course materials, including assignments and examination questions.

o Held regular consultation hours to support students” understanding of complex Al concepts.

o Evaluated and graded student submissions, providing constructive feedback to enhance learning outcomes.

« Teaching Assistant of CZ1012: Introduction to Computing Systems
Nanyang Technological University, Singapore

Jan 2019 Dec 2019

o Facilitated lab sessions covering fundamental computing concepts, including computer architecture and operating systems.

o Supported students in understanding system-level programming and debugging techniques.
o Collaborated with faculty to develop lab exercises that reinforce theoretical knowledge.

o Assisted in grading assignments and exams, ensuring fair and consistent assessment.

INVITED TALKS

e Multimodal Learning for Captioning and Retrieval 2018
Tokyo Institute of Technology

* Self-Supervised Document Representation Learning 2022
Brandeis University

* Recent Advances in Intelligent Document Processing 2024
Johns Hopkins University (JHU)

» Recent Progress in Vision-Language Models for Documents 2024
National Institutes of Health (NIH)

o Al for Document 2025
University of Queensland

MENTORSHIP

« Xiangxi Shi, (ACM MM 2021, ECCV 2022, ICLR 2024; PhD from Oregon State University 2018 — 2025

» Jiahui Gao, (AAAI 2022); PhD from University of Hong Kong 2019 - 2022

» Peizhao Li, (CVPR 2021); now Research Scientist at Google Summer 2020

e Mengnan Du, (NAACL 2020); now Assistant Professor at NJIT Summer 2020

e Zihan Wang, (ACL 2022); PhD student at UCSD Summer 2021

o Zilong Wang, (EMNLP 2023); PhD student at UCSD Summer 2021

» Dat Huynh, (CVPR 2022); PhD from Northeastern University, now Senior Research Scientist at Meta Summer 2021

* Yifei Ming, (NeurIPS 2020, EMNLP 2021); PhD from UW-Madison, now Research Scientist at Salesforce Summer 2022

« Shengcao Cao, (ICLR 2024, CVPR 2025); PhD student at UIUC Summer 2023

* Yicong Gong, (ICLR 2024); PhD from ANU, now Research Scientist at Adobe Research Summer 2023

» Wenxiao Xiao, (ICML 2024); PhD student at Brandeis University Summer 2024

 Xuan Shen, (AAAT 2024 x2, CVPR 2025, 4 on submission); PhD from Northeastern University 2024 - 2025

* Xiang Li, (ICLR 2025, CVPR 2025); PhD from CMU, now Research Scientist at Google DeepMind Summer 2024

e Zefan Cai, (3 NeurIPS 2025 submissions); PhD from UW-Madison 2025
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